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The potential energy surfaces for the reaction between H2O and the protonated alcohols MeOH2
�, EtOH2

�, PriOH2
�,

and ButOH2
� have been explored by means of high level ab initio theoretical methods. Both nucleophilic substitution

(SN2) and elimination (E2) pathways have been investigated. Front side (SNF) and the familiar back side (SNB)
Walden inversion attack of the nucleophile have been found to be competing for the H2O–ButOH2

� system. In
contradiction with the customary relationship between so-called “steric effects” and barrier heights—more alkyl-
substituted SN2 reaction centres have higher SN2 reaction barriers—the SN2 reaction barriers are found to be Et > Me
> Pri > But. This result is in excellent agreement with available experimental data.

Introduction
Nucleophilic substitution reactions are among the most studied
in organic chemistry, both in anionic, †‡

and in cationic form, 

However, after nearly a century of intense research, even
these classic reactions are still imperfectly understood. For
these and other reactions, the rates and other kinetic param-
eters are usually explained in terms of potential energy dia-
grams or surfaces, but the properties of these surfaces—which
should be viewed as theoretical constructs—are in many cases
difficult to predict. While a practising chemist in many cases
may derive how the physical properties of a chemical species
will be modified upon some structural change, less appears to
be known about how to predict changes in reactivity. A deeper
insight into such fundamental concepts is among the important
goals of modern physical organic chemistry.

While substitution reactions mostly are performed in solu-
tion in practical synthetic organic chemistry, it has become evi-
dent over the last decades that the complicated interactions
between solute and solvent make gas phase studies a rich source
of insight into reaction mechanisms and dynamical details for
these reactions.1–4 In the gas phase there are fairly strong
attractive forces between the usually dipolar and charged react-
ants giving rise to a double-well potential energy diagram 5 with
a reactant and a product channel ion–dipole complex which are
stabilized relative to the reactants or products by ∆HRcmpl and
∆HPcmpl, respectively. For exothermic and thermoneutral reac-
tions, the central energy barrier between these complexes is the
bottleneck for reaction once the entrance channel complex has
been generated, and we denote the overall barrier (relative to
reactants) ∆H‡. More details can be found in our recent
review.1

More than a hundred experimental studies of gas phase bi-
molecular substitution (SN2) reactions—mostly mass spectro-

Y� � R–X  Y–R � X�, (1)

Y � R–X�  Y–R� � X. (2)

† Part I. For Part II, see following paper (DOI: 10.1039/b302270f ).
‡ Electronic supplementary information (ESI) available: Cartesian co-
ordinates for all species together with analytical imaginary frequencies
for the transition structures. See http://www.rsc.org/suppdata/ob/b3/
b302268d/

metric studies—have been performed over the last decade,1,2,4

and it has been demonstrated that many of the properties of
substitution reactions in solution that traditionally are ascribed
to intrinsic properties of the reacting species, in fact are due to
an interaction of intrinsic features such as substituent effects on
nucleophile or substrate and the properties of the solvent.
Unfortunately, it is in many cases very difficult to obtain reliable
estimates of potential energy surface (PES) properties such as
reaction barrier heights and overall reaction energies—exactly
those parameters which chemists use to make sense of reaction
rate data and to obtain chemical insight—from the gas phase
experimental data. Hase and co-workers 6,7 have shown that
the very simple and best studied SN2 reactions, those between
halide ions and halomethanes, do not even behave statistically
and cannot be reliably interpreted applying statistical theories
such as Rice–Ramsberger–Kassel–Marcus (RRKM) theory.
While this behavior appears to be limited to reactions between
small molecules without low frequency vibrational modes that
easily may take up energy from the intermolecular relative
translational energy degrees of freedom, any derived experi-
mental reaction barrier relies heavily on theoretical input such
as structural data or vibrational frequencies for critical points
on the PES. Due to these difficulties, we believe that the
ongoing development of accurate theoretical, in particular
ab initio, methods and their application for understanding sub-
stitution reactions, has the potential of providing a better
understanding of these reactions. A large number of theoretical
publications have already appeared in the literature,1,2 but only
quite recently have the methods become of a quality capable of
giving reliable quantitative predictions, for example for SN2
reaction barriers.8–17

Marcus theory 4,18,19 has been applied for gas (and solution)
phase SN2 reactions and provides very important insight into
the governing parameters for barrier heights of non-identity
exothermic or endothermic reactions. For the elementary
reaction step over the central barrier the non-identity reaction
barrier is easily derived from the exothermicity of the reaction
and the barrier height for the two corresponding thermoneutral
identity reactions (X = Y in eqns. (1) and (2)).4,18,20,21 For this
reason, the identity reactions are of fundamental importance.
Of the four common types of nucleophilic substitution reac-
tions, only the two in eqns. (1) and (2) may be designated iden-
tity reactions.22 Unfortunately experience and predictive tools
for determining the barrier heights and reaction rates for these
reactions are scarce. The only significant source of insight is
through the use of valence bond (VB) correlation diagrams asD
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developed by Shaik, Pross and co-workers.4,23–26 However, as
long as valence bond electron structure methods lag behind
molecular orbital based methods in terms of available software
tools, it might be seen as beneficial with alternative views and
models of explanation.

Two important findings in the last couple of years have ques-
tioned some of the traditional views on nucleophilic substi-
tution reactions. The first finding is concerned with the trend of
increased reaction barrier height and decreased reaction rate
upon increased alkyl substitution at the SN2 reaction centre
both in solution and in the gas phase. For example, for the gas
phase reaction,27,28 

the barrier height trend is R = Me < Et < Pri < But. However,
Uggerud and Bache-Andreassen 29 found in 1999 that for the
series of identity reactions, 

 the order of the gas phase reaction rates is R = But > Pri > Me
> Et. Theoretical calculations 29 also showed that the reaction
barrier for the reaction between H2O and ButOH2

� was
much lower than for the reactions with MeOH2

� and EtOH2
�.

Ab initio studies by Ruggiero and Williams subsequently
confirmed these results.28 Both the theoretical investigations
of Uggerud and Bache-Andreassen 29 and of Ruggiero and Wil-
liams 28 showed a strong coupling between substituent effects—
increased alkyl substitution—and solvent effects. However,
while the former study 29 found a reversal to the common
barrier trend R = But > Pri > Et > Me upon explicit addition
of several water molecules in order to model solvatization, the
gas phase trends were kept in the polarized continuum model
calculations of Ruggiero and Williams.28 Clearly, further
investigations with more accurate theoretical models are
appropriate.

Very recently Brauman and co-workers 30 showed experi-
mentally that for the reaction of Scheme 1 with R = Me and But,
the reaction barrier difference between the smallest (R = Me)
and the largest (R = But) substituent is much lower in the gas
phase than what one would expect from earlier studies in solu-
tion. It therefore appears that so-called steric substituent effects
that commonly are viewed as purely internal of the reacting
molecules actually are strongly coupled with external solvent
effects in a fashion of which there currently is very little
understanding.

The second finding is concerned with the reaction mechanism
for bimolecular SN2 reactions that has been almost universally
believed to occur via Walden inversion of configuration (i.e.
reaction (I) of Scheme 2). The alternative retentitive reaction
mechanism (reaction (II) of Scheme 2) has been considered as

Cl� � R–Cl  Cl–R � Cl�, (3)

H2O � R–OH2
�  �H2O–R � H2O, (4)

Scheme 1

Scheme 2 Nucleophilic substitution via the rear-side (SNB) and front-
side (SNF) pathway.

unimportant and with a transition state with a significantly
higher energy. Actually, many organic chemists appear to have
conceptual problems with a retentitive SN2 mechanism, even
though this is very common for the related system of nucleo-
philic attack on tetrahedral Si.31,32 Theoretical calculations by
Radom and co-workers 10 support the preferred Walden inver-
sion pathway, with the retentitive reaction barrier lying almost
200 kJ mol�1 above the inversion reaction for the CH3Cl–Cl�

system. However, Uggerud and Bache-Andreassen 29 found that
for the reaction (4) the retentitive front-side (SNF) pathway is
only a few kJ mol�1 above the Walden inversion rear-side (SN2/
SNB) reaction for the R = But reaction. Both pathways are
definitely competing in this case and despite its slightly higher
energy barrier, SNF might in this case be the most important
substitution since the front-side hydrogen bonded complex at
the SNF channel entrance is much lower in energy (by 60 kJ
mol�1) than the shallow well for the rear-side ion–dipole com-
plex. Ab initio trajectory studies are currently being pursued in
order to clarify this issue. In two recent studies Uggerud 33 for
the protonated exo-bicyclo[3.1.0]hexanol–H2O and Sauers 34 for
the protonated exo-norbornanol–NH3 systems have shown that
SNF actually may be energetically favored over SNB in special
cases. It should also be mentioned that front-side nucleophilic
substitution has been studied in internal nucleophilic displace-
ments 35 and in ion pair SN2 reactions.36 SNF processes have also
been studied in solution,37–42 but we believe that the inter-
pretation and detailed determination of the reaction mechan-
isms for the solution phase studies are less straightforward than
in the gas phase due to the complicating interactions of the
solvents.

In order to gain more insight into what governs reaction
barriers for identity substitution reactions, general substituent
effects and the competition between SNB and SNF pathways we
have performed high quality ab initio calculations for the reac-
tion (4) between water and protonated alcohols with R = Me,
Et, Pri and But. The calculations are of higher quality than
earlier studies in the respect that they are expected to give
barriers and energy differences on the PES accurate to within a
few kJ mol�1. These are discussed in the present publication and
provide a benchmark for more approximate methods. In sub-
sequent publications 43,44 the same theoretical methods have
been employed for the reactions, 

with R = Me, Et, Pri, and But. Together, the reactions (4),
(5) and (6) cover a broad range of nucleophilicities and
substitution patterns which reveal important trends in reactiv-
ity. The competing elimination reactions (E2) have also been
investigated.

Experimental

Computational details

Ab initio Hartree–Fock (HF), second order Møller–Plesset
(MP2), coupled cluster singles-doubles calculations including a
perturbative treatment of the triples amplitudes (CCSD(T))
and quadratic configuration interaction (QCISD(T)) calcu-
lations were performed employing the standard 6-31G(d) and
6-31G(d,p) 45,46 basis sets, as well as Dunning type cc-pVnZ and
aug-cc-pVnZ 47,48 basis sets. In the current work all ab initio
calculations where performed with the Gaussian 98 program.49

G2 50 and G3 51 theory are composite techniques which
involve initial geometry optimizations at the HF/6-31G(d) level
and subsequent calculation of zero point vibrational energies
(ZPVEs) at the same level of theory. Then the geometry is re-
optimized at the MP2(full)/6-31G(d) level whereupon a number

NH3 � R–NH3
�  �H3N–R � NH3, and (5)

HF � R–FH�  �HF–R � HF, (6)
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Table 1 HF, MP2, CCSD and CCSD(T) complexation energies (∆Ecmpl) and overall reaction barriers (∆E ‡) calculated with the 6-31G(d,p) basis set
at geometries optimised at the MP2 level employing the 6-31G(d), 6-31G(d,p), cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ basis sets. The results are for
the CH3NH3–NH3 system, at 0 K and excluding ZPVEs

Level of geometry
optimisation

∆Ecmpl/kJ mol�1 ∆E ‡/kJ mol�1

HF MP2 CCSD CCSD(T) HF MP2 CCSD CCSD(T)

MP2/6-31G(d) �41.16 �47.81 �46.55 �47.52 62.75 41.13 44.96 37.93
MP2(full)/6-31G(d) �41.13 �47.81 �46.55 �47.53 62.88 41.14 44.98 37.94
MP2/6-31(d,p) �41.08 �47.81 �46.64 �47.51 62.38 41.19 44.89 37.90
MP2/cc-pVDZ �41.69 �47.99 �46.65 �47.55 62.14 41.08 44.97 38.04
MP2/aug-cc-pVDZ �41.29 �47.73 �46.50 �47.44 62.30 41.15 44.85 37.82
MP2/cc-pVTZ �41.40 �47.73 �46.51 �47.42 63.22 41.21 45.12 38.09

of single-point MP2, MP4 and QCISD(T) calculations are per-
formed in order to obtain an energy estimate which is effectively
at the QCISD(T)/G3Large and QCISD(T)/6-311�G(3df,2p)
level for G3 and G2, respectively. In the present work, modified
Gn schemes were employed since many of the optimized critical
point structures deviate substantially in geometry on the MP2
and HF PES. For this reason, the standard G2 and G3 schemes
were employed, but modified such that also the ZPVEs were
calculated at the MP2/6-31G(d) level and scaled according to
Scott and Radom 52 (scaling factor = 0.9434 matches ‘higher
level correction’ of Gn theory 52). These slightly improved
Gn schemes are termed Gnm in the present work and are
expected to give results of the quality usually obtained with Gn
theory for closed shell interactions without significant non-
dynamical correlation effects, i.e. errors of not more than a few
kJ mol�1 for reaction energies and barriers. This accuracy of
the Gn methods has previously been demonstrated for SN2
reactions.8,9,11

Due to the large number of low energy vibrational modes
and complicated structure of the PESs, all searches for transi-
tion structures were performed with the full analytical Hessian
calculated at every point in the geometry optimization pro-
cedure. No symmetry constraints were employed. All stationary
points were characterized by a full analytic frequency calcu-
lation. Intrinsic reaction co-ordinate (IRC) calculations were
performed for all transition structures in order to check that
they were connecting the expected energy minima. The MP2/6-
31G(d) ZPVEs were scaled according to Scott and Radom 52

(scaling factor = 0.967). All Gnm and MP2 energies presented
are 0 K energies including ZPVEs unless otherwise stated.

Results and discussion
One of the main ideas behind the very successful model chem-
istries such as G2,50 G3,51 and the Weizmann-theories of Mar-
tin and co-workers 53 is that the geometry optimization which
involves costly calculations of energy gradients and Hessians
may be performed at a fairly low level of theory such as MP2 or
density functional B3LYP with a double-zeta basis set, while
the single point calculations needed to finally determine energy
barriers and reaction energies should be performed at a high
level of theory (CCSD(T)/QCISD(T)) and with large basis sets.
Table 1 is an illustration of the validity of this assumption for
the type of systems we are currently investigating. Each hori-
zontal row contains ∆Ecmpl and ∆E ‡ calculated in single point
energy calculations at a geometry that has been optimized with
a given basis set and method. It is easily seen that for the geom-
etry optimization, including core electrons in the correlation
treatment (row 2), polarization functions for the hydrogen
atoms (row 3), adding diffuse functions (row 5) or switching to
a triple-zeta basis set (row 6) has a negligible effect on both
∆Ecmpl and ∆E ‡. However, as seen from comparing the
different columns of Table 1, it is highly important to use a
high level of theory—i.e. CCSD(T) or QCISD(T)—for the sin-
gle point energy calculations at the stationary points that are
used to determine ∆Ecmpl and in particular ∆E ‡. Note that as

seen from a comparison of rows 4 and 5 additional diffuse
functions (e.g. as in 6-31�G(d) or aug-cc-pVXZ) are not neces-
sary for the geometry optimizations for the current systems.
This is most likely due to the cationic character of the involved
species.

G2 and G3 theory are also known to have problems for calcu-
lations on systems with significant multiconfigurational char-
acter.54,55 Calculations of the MP2 natural orbital occupation
numbers 56 for the CH3NH3–NH3 system—1.96/1.95 and 0.03/
0.04 for the ion–dipole complex/transition state for the HOMO
and LUMO, respectively—indicate that static correlation is
unimportant for the systems currently under investigation. In
conclusion, these systems should be well suited for the G2m/
G3m treatment, and we expect an accuracy of well below 10 kJ
mol�1 for the energy barriers and energy differences on the
PESs.

Optimized MP2/6-31G(d) geometries for the stationary
points on the PES for the reactions (4) between H2O and
ROH2

� and the competing E2 reactions are given in Figs. 1–4
for R = Me, Et, Pri, and But. Cartesian co-ordinates for all
species are given in the Supplementary material† together with
analytical imaginary frequencies for the transition structures.
Relative energies at the G3m, G2m, and MP2/6-31G(d) level are
given in Figs. 5–8, where the drawn PESs correspond to G3m.
The vertical scale is the same in Figs. 5–8.

Fig. 1 Structures of stationary points on the PES for the substitution
reaction between H2O and MeOH2

� as well as H2O, H3O
�, their

adduct, and the water dimer calculated at the MP2/6-31G(d) level. All
bond lengths are given in Å. Cartesian coordinates for these structures
have been included as Supplementary material. †
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The computational cost of G3m calculations is approximately
half that of G2m, and the accuracy is expected to be similar for
the two theories.51 Indeed, for the substitution pathways,
the G2m and G3m results agree perfectly, with differences
of the order of 1–2 kJ mol�1 and none larger than 3.3 kJ mol�1.
The less accurate MP2/6-31G(d) method invariably over-
estimates the stabilization of the complexes relative to G2m/
G3m, by approximately 20 and 10 kJ mol�1 for the front and
rear side complexes, respectively. The MP2 barrier ∆H‡ also
deviates from the G2m/G3m result, by between 5 and 10 kJ
mol�1, but there is no systematic over- or underestimation. For
the E2 pathway there are slightly larger differences between the
G2m and G3m results (but still < 5 kJ mol�1), and the MP2
results do not deviate significantly in this case.

It should be noted that while the PES of the H2O–MeOH2
�

system is fairly uncomplicated, the larger systems have a large
number of local energy minima and many competing pathways
for reactions with transition state barriers that only differ by a
few or only a fraction of a kJ mol�1. As an example, there are
within an interval of 2.3 kJ mol�1 four different transition
structures for the elimination TS(C3,C5) which only differ by
the angle and dihedral angle between the (H2O)2 and
CH3CHCH3

� moieties. In addition there is the competing
TSb(C3,C5) pathway with a transition state a few kJ mol�1

higher in energy. The structures of Figs. 1–4 all correspond
to the lowest energy minima and pathways that were detected.
The very complicated structure of the PESs and the large
number of competing pathways of similar energy have two
important consequences. It should be noted that these are of
relevance for all studies of organic chemical systems of a

Fig. 2 Structures of stationary points on the PES for the substitution
and elimination reaction between H2O and EtOH2

� calculated at the
MP2/6-31G(d) level. All bond lengths are given in Å. Cartesian
coordinates for these structures have been included as Supplementary
material. †

complexity similar to or higher than the species involved in the
current study. Firstly, only very reliable and well tested theoreti-
cal algorithms are capable of finding all relevant critical points
on the PESs and a very significant amount of manual work is
needed to locate (or make probable the non-existence) of these
transition structures or energy minima. Secondly, traditional
statistical theories such as RRKM most likely are going to
struggle to reliably predict reaction rates and in particular
branching rates between competing reaction pathways. A pos-
sible partial solution to these problems is the introduction of
reliable ab initio molecular dynamics algorithms which makes
it possible to follow a large number of trajectories on reliable
PESs.57

There are no large geometry changes for the protonated
alcohol moieties going from the reactants X1 (X = A, B, C, and
D) to the front side (X3) and rear side (X2) complexes. In all
four systems the front side hydrogen bonded complexes X3 are
the global energy minima with the rear side ion–dipole com-
plexes X2 at least 50 kJ mol�1 higher in energy. The rear side
energy well on the PES is shallow for H2O–MeOH2

� while
disappearing almost completely for H2O–EtOH2

� and H2O–
PriOH2

�. It is also quite shallow for H2O–ButOH2
� where the

water molecule must travel a significant distance to move from
rear to front side position via TS(D2,D3). In agreement with
the Leffler–Hammond assumption, the transition state for the
transfer of H2O from the rear to front side position is very
early—as measured by the difference of the O–C1–O angle in
the back side complex X2 and in the transition structure
TS(X2,X3) (X = A, B, and C)—for these systems and the
earliest for the reactions with the lowest barriers.

The Walden inversion transition structures TS(X2,X2�) are
characterized by a significant extension of the C1–O bond that
is being broken compared with the rear side complexes X2. The

Fig. 3 Structures of stationary points on the PES for the substitution
and elimination reaction between H2O and PriOH2

� calculated at the
MP2/6-31G(d) level. All bond lengths are given in Å. Cartesian
coordinates for these structures have been included as Supplementary
material. †
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Fig. 4 Structures of stationary points on the PES for the substitution
and elimination reaction between H2O and ButOH2

� calculated at the
MP2/6-31G(d) level. All bond lengths are given in Å. Cartesian
coordinates for these structures have been included as Supplementary
material. †

Fig. 5 Potential energy diagram for the substitution reaction between
H2O and MeOH2

� calculated at the G3m level. The calculated energies
at the G2m and MP2/6-31G(d) (including ZPVE corrections) level are
given in italics and in parentheses, respectively. All relative energies are
given in kJ mol�1 at 0 K.

Fig. 6 Potential energy diagram for the substitution and elimination
reaction between H2O and EtOH2

� calculated at the G3m level. The
calculated energies at the G2m and MP2/6-31G(d) (including ZPVE
corrections) level are given in italics and in parentheses, respectively.
All relative energies are given in kJ mol�1 at 0 K.

Fig. 7 Potential energy diagram for the substitution and elimination
reaction between H2O and PriOH2

� calculated at the G3m level. The
calculated energies at the G2m and MP2/6-31G(d) (including ZPVE
corrections) level are given in italics and in parentheses, respectively.
All relative energies are given in kJ mol�1 at 0 K.

Fig. 8 Potential energy diagram for the substitution and elimination
reaction between H2O and ButOH2

� calculated at the G3m level. The
calculated energies at the G2m and MP2/6-31G(d) (including ZPVE
corrections) level are given in italics and in parentheses, respectively.
All relative energies are given in kJ mol�1 at 0 K.
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bond elongation is 0.44, 0.49, 0.64 and 1.1 Å for R = Me, Et, Pri

and But, respectively. The corresponding shortening of the
C1–O bond that is being formed is rather similar for the four
systems at 0.66, 0.74, 0.70, and 0.73 Å. As discussed earlier by
Ruggiero and Williams 28 and by Uggerud and Bache-Andreas-
sen 29 there are three transition states, corresponding to
rotations of the three methyl groups, in the transition state
region for the Walden inversion of the H2O–ButOH2

� system.
TS(D2,D2�) is the highest and central barrier and is flanked by
two symmetric shallow intermediates and transition states that
are 3.9 and 3.8 kJ mol�1 below TS(D2,D2�), respectively, at the
MP2/6-31G(d) level. Cartesian co-ordinates for these inter-
mediates and transition structures are given in the Supplemen-
tary material. † It is not likely, however, that this feature is of
great dynamical importance, since upon addition of ZPVEs the
energies for the two symmetric intermediates and transition
structures become identical at 2.8 kJ mol�1 below TS(D2,D2�).
At the G3m (G2m) level the intermediates and TSs are only 1.0
(0.8) and 0.3 (0.1) kJ mol�1 below TS(D2,D2�). All the rear side
transition structures TS(X2,X2�) (X = A, B, C, and D) are below
(But), at the same level (Pri) or slightly above the energy of the
reactants (Me and Et). This agrees well with the experimental
findings since all substitutions were observed in the gas phase
by Uggerud and Bache-Andreassen.29 Note that thermoneutral
nucleophilic substitution reactions in most cases do not occur
at detectable rates since their barriers are significantly higher
than the energy of the reactants.1

The front side substitution transition structures TS(X3,X3�)
(X = A, B, and C) all have C1–O distances that are significantly
longer, by between 0.3 and 0.6 Å, than in the corresponding
Walden inversions. The front side reaction barriers of
TS(X3,X3�) are also much higher in energy than TS(X2,X2�)
for the H2O–ROH2

� (R = Me and Et) systems and the front side
substitution is not expected to compete with Walden inversion
except at very high energies. On the other hand, the front side
substitution TS(D3,D3�) for R = But is only 10 kJ mol�1 (Gnm

level) above Walden inversion TS(D2,D2�) and of the order of
15–20 kJ mol�1 below the energy of the reactants. In this case, it
is obvious that substitution via the front or back side pathway is
determined solely by the dynamics and front side nucleophilic
substitution may occur at least as frequently as Walden inver-
sion. The reaction system may be viewed as a But� carbocation
solvated by two water molecules. The R = Pri system is in an
intermediate region with the front side TS(C3,C3�) being
approximately 10 kJ mol�1 above both the reactant and the
Walden inversion TS(C2,C2�) energies. In this case it is not
obvious to what degree front side substitution will occur, and
further dynamical studies are in order to investigate this issue
further.

The order of reaction rates for the reactions (4) determined
by Uggerud and Bache-Andreassen 29 was (from slowest to fast-
est): Et < Me < Pri < But. The reaction rate of H2O–ButOH2

� is
close to the encounter rate. The derived order of RRKM
reaction barriers 29 was Et > Me > Pri > But. The order of
Walden inversion substitution reaction barriers was however
calculated to be Et > Pri > Me > But at the B3LYP and MP2
level,29 the MP2 results being nearly identical to the MP2 values
of Figs. 5–8. Our new G3m (and G2m) refined results of Figs.
5–8 now have the order of barrier heights (in kJ mol�1)—
∆H‡(Et) = 8.4 > ∆H‡(Me) = 3.3 > ∆H‡(Pri) = �0.7 >
∆H‡(But) = �27.8—in perfect agreement with the experimental
reaction rates and RRKM barriers. The very low barrier for
R = But agrees with the finding that for this reaction the rate is
close to the gas phase encounter rate.

The PESs for the elimination reactions, 

(R1, R2 = H, CH3) are also given in Figs. 6–8. The reaction
intermediates X5 (X = B, C, and D) are all significantly lower in

H2O � CH3CR1R2–OH2
�  CH2CR1R2 � H5O2

�, (7)

energy than the reactants. We expected the transition structures
TS(X3,X5) where the two water molecules “co-operate” in
removing the proton from the alkyl moiety to correspond
to the lowest energy elimination pathway, but this turned out
not to be the case for X = B (vide infra). The reaction between
H2O and EtOH2

� is exothermic, but the energy of the transition
structures TS(B3,B5) and TS(B2,B5) is fairly high, and no E2
reaction was observed by Uggerud and Bache-Andreassen.29

The elimination reactions of H2O–PriOH2
� and H2O–ButOH2

�

have lower barriers, but the formation of H5O2
� and the

alkenes X4 (X = C and D) is endothermic. They were still
observed in room temperature experiments, and possible
explanations for this observation have been discussed
elsewhere.29

The calculated G3m 0 K proton affinity for the water dimer
is 809 kJ mol�1. The experimental values 58,59 (G3m results) are
691 (683), 681 (671), 752 (739) and 802 (798) kJ mol�1, for
water, ethylene, propylene, and iso-butylene, respectively. Con-
sequently, the water dimer may easily abstract a proton from
all three protonated alkenes, whereas the single water mole-
cule only will do this from protonated ethylene itself. The
transition structures TSb(X3,X5) (X = B and C) of Figs. 2
and 3 represent alternative elimination pathways, where a
single water molecule picks off the proton while at the
same time the remaining moiety is stabilized by the other water
molecule. The two transition states lie only 0.3 and 6.6 kJ mol�1

above the alternative TS(X3,X5) pathways in energy for the Et
and Pri systems, respectively. These two possible elimination
pathways are definitely competing for these molecules. Despite
a number of attempts we were unable to locate a similar TSb
type transition structure for the But system, most likely due to
the higher proton affinity of iso-butylene. A third elimination
pathway was found for the H2O–EtOH2

� system, TS(B2,B5),
in which the ‘spectator’ water molecule is on the rear side of
the Et moiety. This is the lowest elimination pathway of
Fig. 6. We were not able to locate similar transition structures
for the Pri and But systems, undoubtedly connected with the
higher proton affinities of propylene and iso-butylene. In
order to investigate this further, we calculated the PESs for
the elimination of H3O

� from ROH2
� (R = Et, Pri, and

But) given in Fig. 9. The figure illustrates how the increased
difference in proton affinity between water and the ethylene
derivatives gives for the reverse reaction a transition from a
significant energy barrier for EtOH2

�, a tiny (negative upon
addition of the ZPVE) barrier for PriOH2

� and no barrier for
ButOH2

�. For the reaction (7) where two water molecules may
co-operate in the elimination reaction, the TS(B2,B5) reaction
barrier is the lowest for H2O–EtOH2

�, most likely due to effi-
cient stabilization and weakening of the C–O bond being
broken by the rear side water molecule. At the other extreme,
the But� moiety of Fig. 4 may only be deprotonated by the
water dimer and no transition structure of the TS(X2,X5) or
TSb(X3,X5) type exists. An alternative reaction pathway illus-
trated in Fig. 8 gives the carbocation (D6) and the water
dimer. However, this reaction is relatively endothermic, and
even more so for the H2O–EtOH2

� and H2O–PriOH2
�

systems—by 126.7 and 85.1 kJ mol�1 at the G3m level,
respectively.

The ‘hidden’ pathway for front side substitution that
previously has been discussed by Uggerud and Bache-
Andreassen 29 involves a passage over the TS(X3,X5) transition
barrier, an exchange of the two water molecules, i.e. a
TS(X5,X5�) and passage back over the elimination transition
barrier TS(X5�,X3�). While this is lower in energy than the
direct TS(X3,X3�) pathway, it is perhaps not of importance in
practice, since dynamically the system will most likely not be
trapped in the fairly shallow post reaction complex X5 energy
well. The absence of such trapping and corresponding lack of
intramolecular vibrational energy redistribution have recently
been discussed by Hase and co-workers.7
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Fig. 9 Potential energy diagrams for elimination of H3O
� from ROH2

� (R = Et, Pri, and But) calculated at the G3m level. The calculated energies at
the G2m and MP2/6-31G(d) (including ZPVE corrections) level are given in italics and in parentheses, respectively. All relative energies are given in kJ
mol�1 at 0 K.

Conclusion
Ab initio quantum chemistry has recently reached a level of
precision where reaction energies and barriers can be calculated
with high accuracy—well below 10 kJ mol�1—for closed shell
systems without complicating issues such as near-degeneracies
and instabilities. In many cases these energy parameters can be
derived from ab initio theory for systems involving organic
species with less than 8–10 non-hydrogen atoms with higher
confidence and with fewer assumptions than from experiment.
In the current study such high level methods have been applied
for the study of identity SN2 as well as E2 reactions involving
reaction systems (H2O–Alkyl-OH2

�) that currently are of sig-
nificant interest since their properties contradict several estab-
lished truths about how organic reactions occur. The same
methods have also been employed to study related systems,43,44

and it is hoped that together with the current study the theoreti-
cal data will contribute to a better understanding of several
aspects of organic reactivity.
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